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ATTACHMENT 1 
 

USING STATISTICS TO CALCULATE THE ADDITIONAL SAMPLES 
NEEDED TO FULLY IDENTIFY THE ARSENIC CONCENTRATIONS 

IN SOIL ACROSS NAVAL STATION MAYPORT, FLORIDA 



Using Statistics to Calculate the Additional Samples Needed to Fully  
Identify the Arsenic Concentrations in Soil across Naval Station Mayport, FL 

 
 

 
 
Introduction 
 
The purpose of this study is to establish the number and locations of additional soil sample 
needed to achieve a statistically meaningful sample population for arsenic concentrations in soil 
at Naval Station (NAVSTA) Mayport.  The analytical results from these additional samples will 
be combined with the installation’s existing arsenic concentration database and analyzed 
statistically to determine if there is a statistically significant difference in the arsenic 
concentrations detected in soils associated with Solid Waste Management Units (SWMUs) vs. 
soils collected located away from the SWMUs and industrial operations. 
 
The following are the statistical software packages that are used to determine the number and 
locations of the additional soil samples: 

 
C Tech EVS-PRO – A graphical, parameter spacing tool that uses system-driven kriging 
algorithms with best fit variograms.  This program considers the measured uncertainty in 
available data as well as spatial positions of the sampled locations.  In doing so it computes 
proposed sample locations with a goal of limiting future concentration estimates to an 
acceptable level of uncertainty.  
 
Visual Sample Plan (VSP) – A publicly available software tool that generates technically 
defensible sampling schemes for site characterization.  This program computes the 
minimum number of samples necessary to detect a predetermined difference between a 
data set mean and a numerical level (an action level).  This program may also be used to 
compute the number of samples required to detect a prescribed difference between two 
data sets.  This program does not consider nor does it propose lateral or vertical positions of 
samples locations. 
 

VSP, which was developed with the support of the U.S. EPA, was used to independently verify 
the number of samples generated by the EVS-PRO. 
 
The following sections, which follow the Data Quality Objectives (DQO) process, present the 
approach used to select the required number of additional soil samples and their locations.  
 
DQO Step 1 - State the Problem 
 
Past sampling at the NAVSTA Mayport (SWMUs) has yielded more than 800 soil samples. 
These samples were collected over several years from surface and subsurface soil intervals. 
The surface depth interval is 0-2 feet (below ground surface) bgs; all other depths represent 
subsurface soil. 
 
The arsenic concentrations detected to date in soil at the installation ranged 15.6 to 0.006 (non-
detect) milligram/kilogram (mg/kg) with a combined surface and subsurface mean of 1.15 mg/kg 
(1.25mg/kg for subsurface soil) and a combined median of 0.77 mg/kg. The Florida Department 
of Environmental Protection (FDEP) Soil Clean-up Target Level (SCTL) for arsenic is 2.1 mg/kg. 
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Several areas at the installation that are located away from the SWMUs and industrial 
operations have not been sampled.  The relative magnitude of the arsenic concentrations in the 
SMWU areas compared to arsenic concentrations in the unsampled areas is unknown.  It is 
anticipated that the arsenic concentrations in these previously unsampled areas are less than or 
equal to already measured arsenic concentrations. 
 
For the purposes of the statistical study that will follow the sampling effort, there are three 
different types of soil areas: 

• Group 1: SWMU areas that have already been sampled. 
• Group 2: Areas away from the SWMUs and industrial operations that have not been 

sampled.   
• Group 3: Areas within Group 2 that represent native soil.   

 
The study will proceed with the following steps: 

• Previously unsampled areas will be sampled to provide adequate spatial and statistical 
coverage for NAVSTA Mayport-wide arsenic concentrations in soil. 

  
• Data sets for SMWU area arsenic concentrations and arsenic concentrations from 

previously unsampled areas will be compared to determine the relative magnitudes of 
arsenic concentrations in these two categories. 

 
• Two specific areas at the installation that are known to be native soil will be represented 

in the sampling scheme so arsenic concentrations for those areas can be compared to 
arsenic concentrations from the other areas. 

 
Soils across NAVSTA Mayport are believed to be uniform enough in geologic composition as to 
represent similar geochemistry regardless of location.  The geochemistry, however, may vary 
with depth.  Furthermore, risk assessments commonly subdivide soils samples into surface and 
subsurface groups because exposure scenarios are different for these groups.  Consequently, 
only two potentially significant soil groups will be used in the study, surface and subsurface. 
 
Two primary questions will need to be answered in the statistical study: 

• Are arsenic concentrations from already sampled areas significantly different, based on 
statistical analysis, than arsenic concentrations in previously unsampled areas? 

 
• Are arsenic concentrations from already sampled areas significantly different, based on 

statistical analysis, than arsenic concentrations in the native soil areas? 
 
If the answer to either of these questions is yes, additional study activities may be warranted.  
The additional actions to be taken will depend on the relative magnitudes of the Group 1 arsenic 
concentrations and the Group 2 and Group 3 arsenic concentrations.   
 
DQO Step 2: State the Decisions 
 
The decisions to be addressed in the study are: 
 

• Determine whether arsenic concentrations from already sampled areas are statistically 
greater than arsenic concentrations in previously unsampled areas.  If they are, 
additional study activities may be warranted; otherwise, conclude that no further action is 
required. 
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• Determine whether arsenic concentrations from already sampled areas are statistically 

greater than arsenic concentrations in the native soil areas.  If they are, additional study 
activities may be warranted; otherwise, conclude that no further action is required. 

 
DQO Step 3: Identify Inputs to the Decisions 
 
The analyte of interest is arsenic.  The analytical method to be used for arsenic measurement 
will be U.S EPA SW-846 6010B or SW-846 6020.  Which method is actually used will depend 
on the selected laboratory; however, all practical efforts will be made to select a laboratory that 
uses the same analytical method that was used for previously analyzed samples.  This is an 
important factor in ensuring that the data are comparable from the two sampling periods.  
Whichever laboratory is used, they will be required to comply with analytical method QC 
requirements.  The precision and accuracy requirements for the arsenic data are: 

• Laboratory matrix spike (MS) and duplicate samples will be analyzed at the rate of one 
MS and one duplicate per 20 field samples. 

 
• Individual matrix spike (MS) arsenic recoveries shall be no less than 50 percent. 
 
• Mean MS arsenic recoveries shall be in the range of 65 to 135 percent. 
 
• If accuracy requirements are not met, the quality of the data will be considered to be 

substandard and corrective actions will be taken to repeat the analyses, recollect 
samples and analyze the replacement samples, or to discuss with regulators the 
appropriate course of action. 

 
• Individual relative percent difference (RPD) values for laboratory duplicate samples 

should be no more than 50 percent for arsenic. 
 
• If the precision (RPD) target is not met an evaluation will be conducted to determine 

whether the level of uncertainty is sufficient to compromise decision making.  If it is, 
corrective action will be taken.  The first step will be a discussion with regulators 
concerning the appropriate course of action. 

 
• Collection of field duplicates is not recommended because it is more important to obtain 

spatial coverage and estimates of uncertainty across the sampled area than to obtain 
estimates of sampling precision in individual samples. 

 
• Additional sample volume must be collected to accommodate QC sample analyses. 
 
• Samples will be handled and stored the same way they were handled in the past.  This 

will help to ensure comparability of data. 
 
DQO Step 4: Identify the Study Boundaries 
 
There are no temporal considerations of importance for sample collection.  Arsenic 
concentrations in soil today are not expected to have changed significantly in the past decade 
nor are they expected to change significantly within the next decade.  Nevertheless, a change in 
analytical method could cause an artificial difference to appear among data sets.   This is 
addressed in DQO Step 3.   
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Soils investigated at NAVSTA Mayport were found to be geologically similar; therefore the need 
to separate soils into different groups because of geochemical differences is not anticipated.  
Past sampling patterns and areal coverage are the driving factors for this sampling effort.  The 
intent is to collect samples from the surface and subsurface in previously unsampled areas and 
compare past data with these new data.  The areas to be sampled are identified in Step 1 and 
on Figure 1. 
 
Surface and subsurface soils are not considered to be geologically different but they are 
considered to be different with respect to risk exposure.  Hence, development of the sampling 
plan will be designed to consider these depth intervals separately as well as together. 
 
 
DQO Step 5: Specify the Analytic Approach 
 
Once the data are compiled into what are considered to be representative data sets for the 
sampled areas, the following decision rules will be applied: 

 
1. If mean arsenic concentrations in the previously unsampled areas are greater than 

2.1mg/kg (SCTL), additional study activities may be warranted; otherwise, conclude 
that no further action is required. 

 
2. If mean arsenic concentrations from already sampled areas are greater than 

arsenic concentrations in previously unsampled areas, additional study activities 
may be warranted; otherwise, conclude that no further action is required. 

 
3. If mean arsenic concentrations from already sampled areas are greater than 

arsenic concentrations in the native soil areas, additional study activities may be 
warranted; otherwise, conclude that no further action is required. 

 
DQO Step 6: Specify Error Tolerances 
 
Previously unsampled areas are in locations where industrial activities are believed to have not 
occurred or at least not to the same degree that occurred in the SWMUs.  Thus the areas to be 
sampled are expected to have arsenic concentrations that are less than or equal to those 
observed from previously sampled areas.  The null hypothesis was chosen to be that the data to 
be collected will have a mean arsenic concentration less than the arsenic SCTL (2.1 mg/kg). 
 
It is understood that spatial differences in arsenic concentrations, variations in sample collection 
technique, analytical uncertainty, etc., can cause arsenic concentration results to be somewhat 
uncertain.  This is true whether examining an arsenic concentration for a single sample or a 
mean concentration for multiple samples.  The inevitable conclusion is that any measurement of 
the mean arsenic concentration is almost certain to not be equal to the true mean concentration.  
Hence, the measured mean will either be greater than or less than the true mean.  The problem 
is that there is no way to know whether it is greater than or less than the true mean.  In 
statistical parlance, this leads to two types of decision error that can be made from a 
measurement.  With the null hypothesis as stated above, a Type I error is erroneously deciding 
that the true mean concentration exceeds 2.1 mg/kg.  This would occur when the measured 
mean value is greater than 2.1 mg/kg, but the true mean is less than 2.1 mg/kg.  Type II error 
would be to erroneously decide that the mean arsenic concentration is less than 2.1 mg/kg.  
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This would occur when the measured mean concentration is less than 2.1 mg/kg, but the true 
mean concentration is greater than 2.1 mg/kg.   
 
Statisticians have devised a way to manage this decision uncertainty.  The general approach is 
to first recognize that either type of error is possible and that one type of error might actually be 
made.  The goal is to collect enough samples to minimize each type of error to a tolerable level.  
It is recognized that the chance of making either error decreases as the number of samples 
collected increases.  It is also recognized that the cost of sample collection and analysis 
increases with each additional sample.  The “law” of diminishing returns says that only so many 
samples can be collected before no significant benefit is added by additional sample collection. 
 
VSP Approach A (Corresponds to Decision Rule 1) 
 
After recognizing that either type of error can be made, it is customary to establish the tolerable 
probabilities for making each error.  For this study, the following rationale was used to establish 
the tolerable probabilities.  It was first recognized that there is a concentration region close to 
the mean within which it is acceptable to ignore decision errors.  Because a typical RPD value 
for duplicate samples is less than 50 percent, the action level was multiplied by about 50 
percent to yield 3.15 mg/kg.  Within the concentration range of 2.1 to 3.15 mg/kg, the tendency 
will be to error on the side of not taking corrective action even if the true mean concentration 
exceeds 2.1 mg/kg.  The rationale for this is that more than 800 samples have already indicated 
that the true mean is less than 2.1 mg/kg.   
 
The range of 2.1 to 3.15 mg/kg is called the Gray Region and 3.15 mg/kg is called the upper 
bound of the Gray Region (UBGR).  The action level, 2.1 mg/kg, is the lower bound of the Gray 
Region (LBGR).  At this point we ask ourselves the following question: If the true concentration 
were infinitesimally less than 2.1 mg/kg, what would be the tolerance for concluding that the 
mean concentration exceeds 2.1 mg/kg?  Because the true mean is not that different than the 
STCL, the tolerance is relatively high.  The study team set this tolerance at 20 percent.  This 
means that if the statistical study could be repeated many times, 20 percent of the time the team 
would tolerate taking corrective action even though the true mean arsenic concentration was 
slightly less than 2.1 mg/kg.  Now we ask: If the true mean concentration were infinitesimally 
greater than 3.15 mg/kg what would be the tolerance for not taking corrective action? Because 
the true mean in this scenario is slightly greater than the upper end of the region where we 
agreed that decision errors are not very serious, the tolerance is also relatively high.  However, 
the study team set the tolerance for this error at 10 percent because the UBGR is already 
greater than the 2.1 mg/kg action level. 
 
The last statistical value to be established was the estimated standard deviation of the data to 
be collected.  The planning team reasoned that the standard deviation is likely to be less than 
the standard deviation of the available data.  Using available subsurface soil data (more than 
300 data concentration values) the computed standard deviation was 1.82 mg/kg.  Subsurface 
soil data were used because they represent the greater standard deviation of the surface and 
subsurface data.  This is a conservative approach that causes the number of required samples 
to be artificially inflated. 
 
VSP Approach B (Corresponds to Decision Rules 2 and 3) 
 
In this scenario the intent is to determine whether the mean arsenic concentrations of two data 
sets differ by more than a prescribed amount (called delta).  The planning team decided that a 
difference of less than about half of the standard deviation of available data, or 0.9 mg/kg, was 
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too difficult to detect.  Furthermore, the mean subsurface soil arsenic concentration was 1.25 
mg/kg and adding 0.85 mg/kg to 1.25 mg/kg yields the 2.1 mg/kg action level.  The team wanted 
to be confident that exceedances of the action level are reasonably detectable. 
 
The LBGR was set at 0.85 mg/kg.  This means that the minimum detectable difference between 
the current mean of 1.25 mg/kg and the mean of the new data should be at least 0.85 mg/kg.  
Because the baseline assumption, however, is that the actual mean for the new data will not be 
greater than 2.1 mg/kg, some latitude is allowed for the mean to be as great as 3.15 without 
much concern for concluding that the site is not contaminated when in fact it is contaminated, 
based on regulatory standards.  This is the upper gray region boundary concentration in VSP 
Approach A.  With this upper concentration limit and a current mean of 1.25 mg/kg, the width of 
the gray region for differences between mean is 3.15 mg/kg – 1.25 mg/kg = 1.9 mg/kg.   Thus 
the gray region for differences between means runs from 0.85 mg/kg to 1.9 mg/kg where 1.9 
mg/kg is the upper bound of the gray region (UBGR) for differences between data set means.  
Alpha and beta were maintained as above: alpha = 10 percent at the LBGR; beta = 20 percent 
at the UBGR. 
 
If the difference between data set means is 1.9 mg/kg, this would equate to the actual 
concentration of the newly sampled areas being 1.25 mg/kg + 1.9 mg/kg = 3.15 mg/kg when 
these areas are considered to be more contaminated than the previously sampled areas.  If the 
newly sampled areas are less contaminated then previously sampled areas, the mean arsenic 
concentration of the newly sampled areas would be 1.25 mg/kg – 1.9 mg/kg = -0.65 mg/kg,  Of 
course, this result (a negative concentration) is untenable and simply indicates that the current 
mean arsenic concentration is close to non-detect values. 
 
Step 7: Optimize the Design 
 
Two approaches were taken to devise the proposed sampling plan.  The first approach used 
EVS-PRO to krig the data and estimate arsenic concentrations for areas not previously sampled 
as described below in the GIS Approach.  The VSP approach relies primarily on statistical 
inferences based on decision error tolerances developed in Step 6, above. 
 
EVS-PRO Approach 
 
The following optimization approach was taken to arrive at the sampling distribution presented 
in Figure 1.  First, the available surface and subsurface soil results were combined into a single 
data set.  The results were plotted spatially to show surface soil spatial coverage and 
subsurface soil spatial coverage.   
 
There were fewer subsurface soil data collected (337 samples) than surface soil data (550 
samples).  Furthermore, the plotted subsurface soil data represented less spatial coverage 
across the study area than the surface soil data.  While most sample locations with a 
subsurface sample also have an associated surface soil sample, the converse is not always 
true, thus causing the discrepancy between spatial coverages.  Since it is planned that for each 
newly proposed sample location, both a subsurface and a surface sample would be collected, it 
was decided to focus the kriging efforts on the subsurface soil data as a “worst case scenario” 
to maximize the improvement in overall spatial coverage for both data sets. 
 
The subsurface soil data were kriged to obtain estimates of arsenic concentrations where 
samples had not been collected previously.  Based on the kriged data, areas representing the 
greatest degree of uncertainty in the estimated concentrations were identified.  EVS-PRO 
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defines uncertainty as a function of predicted concentration levels and the resulting confidence 
levels of those predictions where uncertainty is high at locations where concentrations are 
predicted to be relatively high, but the confidence in that prediction is low. 
   
The modeling software was then used to add a number of points to the spatial plot to reduce the 
estimated uncertainties.  The software allows the user to specify two primary factors during this 
optimization: 1) the factor within which the estimated concentration is expected to agree with the 
true concentration and 2) the confidence level of this estimate. 
 
The primary objective was to obtain at least an 80 percent confidence that all estimated 
concentrations were within a factor of 1.7 of the true value for at least 90 percent of the area 
covered by NAVSTA Mayport.  In this case, it was assumed that knowing any arsenic 
concentration to within a factor of 1.7 of the true concentration would be acceptable. 
 
The factor of 1.7 represents a relative percent difference (RPD) of approximately 50 percent 
[200% x (1.7x – x)/(1.7x+x) = 52%].  This value (i.e., 50 percent) is commonly used as the upper 
end of the target acceptance range for field duplicate sample precision and also represents a 
relative standard deviation (RSD) of approximately 37 percent.  These conservative input error 
limits were used because the interpolated arsenic concentrations generated by the kriging 
model were based on sparsely distributed samples in some of the areas.  This can result in 
large concentration estimate errors that will not be measurable until the data are collected.   
 
Another reason for using conservative input values is that some sampling locations may not be 
accessible because the ground surface could be unstable or obstacles could be present.  The 
sampling team will be able to move a sample location up to 100 feet away from the designated 
location without effecting spatial distribution.  This 100 feet limit represents less than the radius 
of influence of each new sample location in the kriging model. This approach was taken to fine 
tune the kriging model because some of the computer generated sampling locations were 
placed on a runway or in a building. 
 
Confidence plots were generated for the original 337 subsurface soil samples using a factor of 
1.7.  Subsequent plots were then generated using factors of 1.5, 1.85, and 2.0 for comparison 
purposes.  The results of these plots are presented in Figure 2. 
 
Confidence plots were then generated using the original 337 subsurface soil samples plus an 
additional 40 samples as designated by the modeling software based on the areas of greatest 
uncertainty.  The placement of some locations were modified just enough to avoid known 
obstacles such as buildings, runways, and roads.  Proposed locations that the modeling 
software placed within the Turning Basin were relocated to the two “native soil” areas.  These 
plots were generated using factors of 1.5, 1.7, 1.85, and 2.0 for comparison purposes.  The 
results are presented in Figure 3. 
 
An additional objective was to ensure that at least seven samples were collected from the two 
“native soil” areas.   Seven samples were chosen because the study team’s experience with 
similar projects indicated that five to seven samples often provide enough data to make 
defensible decisions when the true mean concentration differs from the action level by at least 
50 percent.  Figure 1 shows that this objective was achieved. 
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VSP Approach A (Corresponds to Decision Rule 1) 
 
Using the inputs from DQO Step 6, VSP (Version 4.4b) was used to compute the minimum 
number of samples that should be collected to meet the specified decision performance.  The 
outputs are provided in Attachment A along with explanatory text and graphs to support the text.  
 
 
The VSP software uses the following equation (when ignoring analytical uncertainty) to compute 
the required number of samples: 
 

( )
4

  
  2

  
2
-1

2

2
-1-1

2
αβα zzzs

n +
Δ
+

=  

 
In this equation, n is the minimum number of samples required to yield the desired decision 
making confidence; s is the expected standard deviation of the data; alpha (α) and beta (β) are 
the Type I and Type II error tolerance values; and z is the standard normal deviate.  Delta (Δ) is 
the width of the gray region. 
 
The arsenic concentrations for the available data were not normally distributed.  Therefore, the 
VSP software was run in the “non-parametric” mode.  This mode makes very few assumptions 
about the distribution of the data. 
 
Run 1: 
 
Analytical uncertainty was ignored because it is commonly understood to be much less than the 
sampling uncertainty.  Sampling uncertainty is the inherent variability in concentration from one 
sample to another.  The VSP software computed that at least 29 samples should be collected to 
meet the decision specifications. 
 
VSP outputs for this approach are provided in Attachment A. 
 
Run 2: 
 
After computing the number of samples using these inputs, another computation was done.  
The standard deviation of existing subsurface data is 1.82 mg/kg.  It is commonly recognized 
that being able to detect a difference less than a single standard deviation between a mean 
concentration and a numerical criterion frequently is not cost-effective. Therefore the 
computation was rerun using 1.8 mg/kg as the width of the gray region boundary.  This yielded 
UBGR = 2.1 mg/kg + 1.8 mg/kg = 3.9 mg/kg.  The number of samples computed was 10.  This 
helps to confirm that approximately 29 samples should be sufficient.  This provides some 
perspective on the previously computed 29 samples. 
 
VSP outputs for this approach are not included in this report. 
 
VSP Approach B (Corresponds to Decision Rules 2 and 3) 
 
Based on the specifications of DQO Step 6, the VSP software computed the minimum number 
of samples to be 32.  This is an indication that discriminating between data set means is likely to 
be more difficult than discriminating between the mean concentration of a data set and the 2.1 
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mg/kg action level.  Given that the data to be collected are expected to have a lower mean 
arsenic concentration than previously collected data, this is not a serious deficiency. 
 
VSP outputs for this approach are provided in Attachment B. 
 
Sampling Plan Synopsis 
 
Based on the VSP and EVS-PRO computations, it is evident that about 30 to 40 samples would 
be sufficient to support all three decision rules (assuming the input assumptions hold).  Because 
both surface and subsurface soils must be represented, the total number of soil samples should 
be 60 to 80, with half of the samples collected in the surface soil and the other half in the 
subsurface soil.  The surface soil interval is 0 to 2 feet bgs; the subsurface soil interval is 2 to 8 
feet bgs.  In the subsurface, it is desirable to represent all possible depths without collecting the 
entire 2 to 8 foot bgs interval at each location.  Therefore, the subsurface soil at each sample 
location will be divided into three 2-foot intervals (2-4 feet, 4-6 feet, and 6-8 feet) and samples 
will be alternatively collected from one of the subsurface intervals. Every location will be 
sampled in the 0-2 foot interval.  This strategy will yield two soil samples at each location, a 
surface sample and a subsurface sample drawn from one of the three possible 2-foot 
subsurface intervals. 
 
Because the number of additional soil sample locations calculated by EVS (40) and VSP (32) 
represent the minimum number required to satisfy the goals of this study, it was decided that 80 
samples will be collected at the 40 locations specified by the EVS software.  All samples will be 
stored, prepared for analysis, and analyzed in as similar a manner to previous operations as 
practicable. 
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Random sampling locations for comparing a median with a fixed threshold (nonparametric - MARSSIM)

Summary
This report summarizes the sampling design used, associated statistical assumptions, as well as general guidelines for 
conducting post-sampling data analysis.  Sampling plan components presented here include how many sampling locations 
to choose and where within the sampling area to collect those samples.  The type of medium to sample (i.e., soil, 
groundwater, etc.) and how to analyze the samples (in-situ, fixed laboratory, etc.) are addressed in other sections of the 
sampling plan.  

The following table summarizes the sampling design developed.  

SUMMARY OF SAMPLING DESIGN
Primary Objective of Design Compare a site mean or median to a fixed threshold
Type of Sampling Design Nonparametric
Sample Placement (Location)
in the Field

Simple random sampling

Working (Null) Hypothesis The median(mean) value at the site
is less than the threshold

Formula for calculating
number of sampling locations

Sign Test - MARSSIM version

Calculated total number of samples 29
Number of samples on map a 0
Number of selected sample areas b 0
Specified sampling area c 5000.00 ft2

Total cost of sampling d $15500.00

a This number may differ from the calculated number because of 1) grid edge effects, 2) adding judgment samples, or 3) 
selecting or unselecting sample areas.
b The number of selected sample areas is the number of colored areas on the map of the site.  These sample areas 
contain the locations where samples are collected.
c The sampling area is the total surface area of the selected colored sample areas on the map of the site.
d Including measurement analyses and fixed overhead costs. See the Cost of Sampling section for an explanation of the 
costs presented here.

Primary Sampling Objective
The primary purpose of sampling at this site is to compare a site median or mean value with a fixed threshold.  The 
working hypothesis (or 'null' hypothesis) is that the median(mean) value at the site is less than the threshold.  The 
alternative hypothesis is that the median(mean) value is equal to or exceeds the threshold.  VSP calculates the number of 
samples required to reject the null hypothesis in favor of the alternative one, given a selected sampling approach and 
inputs to the associated equation.

Selected Sampling Approach
A nonparametric random sampling approach was used to determine the number of samples and to specify sampling 
locations.  A nonparametric formula was chosen because the conceptual model and historical information (e.g., historical 
data from this site or a very similar site) indicate that typical parametric assumptions may not be true.

Both parametric and non-parametric equations rely on assumptions about the population.  Typically, however, 
non-parametric equations require fewer assumptions and allow for more uncertainty about the statistical distribution of 
values at the site.  The trade-off is that if the parametric assumptions are valid, the required number of samples is usually 
less than if a non-parametric equation was used.

Locating the sample points randomly provides data that are separated by many distances, whereas systematic samples 
are all equidistant apart.  Therefore, random sampling provides more information about the spatial structure of the 
potential contamination than systematic sampling does.  As with systematic sampling, random sampling also provides 
information regarding the mean value, but there is the possibility that areas of the site will not be represented with the 
same frequency as if uniform grid sampling were performed.



Number of Total Samples:  Calculation Equation and Inputs
The equation used to calculate the number of samples is based on a Sign test (see PNNL 13450 for discussion).  For this 
site, the null hypothesis is rejected in favor of the alternative one if the median(mean) is sufficiently larger than the 
threshold.  The number of samples to collect is calculated so that if the inputs to the equation are true, the calculated 
number of samples will cause the null hypothesis to be rejected.

The formula used to calculate the number of samples is:

where

F(z) is the cumulative standard normal distribution on (-•,z) (see PNNL-13450 for details),
n is the number of samples,
S is the estimated standard deviation of the measured values including analytical error,
D is the width of the gray region,
a is the acceptable probability of incorrectly concluding the site median(mean) exceeds the threshold,
b is the acceptable probability of incorrectly concluding the site median(mean) is less than the threshold,
Z1-a is the value of the standard normal distribution such that the proportion of the distribution less than Z1-a is 1-a,
Z1-b is the value of the standard normal distribution such that the proportion of the distribution less than Z1-b is 1-b.

Note:  MARSSIM suggests that the number of samples should be increased by at least 20% to account for missing or 
unusable data and uncertainty in the calculated value of n.  VSP allows a user-supplied percent overage as discussed in 
MARSSIM (EPA 2000, p. 5-33).

The values of these inputs that result in the calculated number of sampling locations are:

Analyte na Parameter
S D a b Z1-a b Z1-b 

c

29 1.8 1.05 0.2 0.1 0.841621 1.28155

a The final number of samples has been increased by the MARSSIM Overage of 20%.
b This value is automatically calculated by VSP based upon the user defined value of a.
c This value is automatically calculated by VSP based upon the user defined value of b.

The following figure is a performance goal diagram, described in EPA's QA/G-4 guidance (EPA, 2000).  It shows the 
probability of concluding the sample area is dirty on the vertical axis versus a range of possible true median(mean) values 
for the site on the horizontal axis.  This graph contains all of the inputs to the number of samples equation and pictorially 
represents the calculation.

The red vertical line is shown at the threshold (action limit) on the horizontal axis.  The width of the gray shaded area is 
equal to D; the lower horizontal dashed blue line is positioned at a on the vertical axis; the upper horizontal dashed blue 
line is positioned at 1-b on the vertical axis.  The vertical green line is positioned at one standard deviation above the 
threshold.  The shape of the red curve corresponds to the estimates of variability.  The calculated number of samples 
results in the curve that passes through the lower bound of D at a and the upper bound of D at 1-b.  If any of the inputs 
change, the number of samples that result in the correct curve changes.
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MARSSIM Sign Test
n=29, alpha=20%, beta=10%, std.dev.=1.8

Statistical Assumptions
The assumptions associated with the formulas for computing the number of samples are:
1. the computed sign test statistic is normally distributed,
2. the variance estimate, S2, is reasonable and representative of the population being sampled,
3. the population values are not spatially or temporally correlated, and
4. the sampling locations will be selected randomly.
The first three assumptions will be assessed in a post data collection analysis.  The last assumption is valid because the 
sample locations were selected using a random process.

Sensitivity Analysis
The sensitivity of the calculation of number of samples was explored by varying s, UBGR, b and a and examining the 
resulting changes in the number of samples.  The following table shows the results of this analysis.

Number of Samples

AL=2.1
a=10 a=15 a=20

s=3.6 s=1.8 s=3.6 s=1.8 s=3.6 s=1.8

UBGR=110
b=5 4750 1192 3988 1001 3430 861

b=10 3645 915 2981 748 2501 628

b=15 2981 748 2384 599 1958 491

UBGR=120
b=5 1192 303 1001 255 861 219

b=10 915 232 748 190 628 160

b=15 748 190 599 153 491 125

UBGR=130
b=5 533 138 448 116 386 100

b=10 410 106 335 87 281 74

b=15 335 87 268 70 220 58



s = Standard Deviation
UBGR = Upper Bound of Gray Region (% of Action Level)
b = Beta (%), Probability of mistakenly concluding that m < action level
a = Alpha (%), Probability of mistakenly concluding that m > action level
AL = Action Level (Threshold)

Cost of Sampling
The total cost of the completed sampling program depends on several cost inputs, some of which are fixed, and others 
that are based on the number of samples collected and measured.  Based on the numbers of samples determined above, 
the estimated total cost of sampling and analysis at this site is $15500.00, which averages out to a per sample cost of 
$534.48.  The following table summarizes the inputs and resulting cost estimates.

COST INFORMATION
Cost Details Per Analysis Per Sample 29 Samples
Field collection costs  $100.00 $2900.00
Analytical costs $400.00 $400.00 $11600.00

Sum of Field & Analytical costs  $500.00 $14500.00
Fixed planning and validation costs   $1000.00

Total cost   $15500.00

Recommended Data Analysis Activities
Post data collection activities generally follow those outlined in EPA's Guidance for Data Quality Assessment (EPA, 2000).  
The data analysts will become familiar with the context of the problem and goals for data collection and assessment.  The 
data will be verified and validated before being subjected to statistical or other analyses.  Graphical and analytical tools will 
be used to verify to the extent possible the assumptions of any statistical analyses that are performed as well as to achieve 
a general understanding of the data.  The data will be assessed to determine whether they are adequate in both quality 
and quantity to support the primary objective of sampling.

Because the primary objective for sampling for this site is to compare the site median(mean) value with a threshold value, 
the data will be assessed in this context.  Assuming the data are adequate, at least one statistical test will be done to 
perform a comparison between the data and the threshold of interest.  Results of the exploratory and quantitative 
assessments of the data will be reported, along with conclusions that may be supported by them.

This report was automatically produced* by Visual Sample Plan (VSP) software version 4.6d.
Software and documentation available at http://dqo.pnl.gov/vsp 
Software copyright (c) 2007 Battelle Memorial Institute.  All rights reserved.
* - The report contents may have been modified or reformatted by end-user of software.
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Random sampling locations for comparing two population means or medians (site and reference) 
[nonparametric]

Summary
This report summarizes the sampling design used, associated statistical assumptions, as well as general guidelines for 
conducting post-sampling data analysis.  Sampling plan components presented here include how many sampling locations 
to choose and where within the sampling area to collect those samples.  The type of medium to sample (i.e., soil, 
groundwater, etc.) and how to analyze the samples (in-situ, fixed laboratory, etc.) are addressed in other sections of the 
sampling plan.  

The following table summarizes the sampling design developed.  

SUMMARY OF SAMPLING DESIGN
Primary Objective of Design Compare a site mean or median

to a reference area mean or median
Type of Sampling Design Nonparametric
Sample Placement (Location)
in the Field

Simple random sampling

Working (Null) Hypothesis The difference between the medians(means)
is less than or equal to the threshold

Formula for calculating
number of sampling locations

Wilcoxon rank sum test

Calculated total number of samples
for each survey and reference area a

32

Number of samples on map b 0
Number of selected sample areas c 0
Specified sampling area d 5000.00 ft2

Total cost of sampling e $32.00

a Based on the analyte with the highest minimum number of survey unit samples.
b This number may differ from the calculated number because of 1) grid edge effects, 2) adding judgment samples, or 3) 
selecting or unselecting sample areas.
c The number of selected sample areas is the number of colored areas on the map of the site.  These sample areas 
contain the locations where samples are collected.
d The sampling area is the total surface area of the selected colored sample areas on the map of the site.
e Costs for one sampling area, including measurement analyses and fixed overhead costs. See the Cost of Sampling 
section for an explanation of the costs presented here.

Primary Sampling Objective
The primary purpose of sampling at this site is to compare a site median or mean value with a reference area median or 
mean value.  This is achieved by testing the difference between the site and reference area medians(means).  The 
working hypothesis (or 'null' hypothesis) is that the difference between the site median(mean) and the reference area 
median(mean) is less than the threshold.  The alternative hypothesis is that the difference is equal to or exceeds the 
threshold.  VSP calculates the number of samples required to reject the null hypothesis in favor of the alternative one, 
given a selected sampling approach and inputs to the associated equation.

Selected Sampling Approach
A nonparametric random sampling approach was used to determine the number of samples and to specify sampling 
locations.  A nonparametric formula was chosen because the conceptual model and historical information (e.g., historical 
data from this site or a very similar site) indicate that typical parametric assumptions may not be true.

Both parametric and non-parametric equations rely on assumptions about the population.  Typically, however, 
non-parametric equations require fewer assumptions and allow for more uncertainty about the statistical distribution of 
values at the site.  The trade-off is that if the parametric assumptions are valid, the required number of samples is usually 
less than if a non-parametric equation was used.

Locating the sample points randomly provides data that are separated by many distances, whereas systematic samples 



are all equidistant apart.  Therefore, random sampling provides more information about the spatial structure of the 
potential contamination than systematic sampling does.  As with systematic sampling, random sampling also provides 
information regarding the mean value, but there is the possibility that areas of the site will not be represented with the 
same frequency as if uniform grid sampling were performed.

Number of Total Samples:  Calculation Equation and Inputs
The equation used to calculate the number of samples is based on a Wilcoxon Rank Sum test.  For this site, the null 
hypothesis is rejected in favor of the alternative one if the difference between the site and reference area median(mean) is 
sufficiently larger than the threshold.  The number of samples to collect is calculated so that if the inputs to the equation 
are true, the calculated number of samples will cause the null hypothesis to be rejected.

The formula used to calculate the number of samples is:

where
n is the number of samples for the site and is equal to m,
m is the number of samples for the reference area and is equal to n,
S is the estimated standard deviation of the measured values including analytical error,
D is the width of the gray region,
a is the acceptable probability of incorrectly concluding the difference between the medians(means) exceeds the 

threshold,
b is the acceptable probability of incorrectly concluding the difference between the medians(means) is less than the 

threshold,
Z1-a is the value of the standard normal distribution such that the proportion of the distribution less than Z1-a is 1-a,
Z1-b is the value of the standard normal distribution such that the proportion of the distribution less than Z1-b is 1-b.

The values of these inputs that result in the calculated number of sampling locations are:

Analyte n
Parameter

S D a b Z1-a a Z1-b 
b

32 1.82 1.05 0.1 0.2 1.28155 0.841621

a This value is automatically calculated by VSP based upon the user defined value of a.
b This value is automatically calculated by VSP based upon the user defined value of b.

The following figure is a performance goal diagram, described in EPA's QA/G-4 guidance (EPA, 2000).  It shows the 
probability of concluding the sample area is dirty (the probability that the difference between the site median(mean) and 
the reference area median(mean) exceeds the threshold) on the vertical axis versus a range of possible true differences 
between the medians(means) on the horizontal axis.  This graph contains all of the inputs to the number of samples 
equation and pictorially represents the calculation.

The red vertical line is shown at the threshold (action limit) on the horizontal axis.  The width of the gray shaded area is 
equal to D; the lower horizontal dashed blue line is positioned at a on the vertical axis; the upper horizontal dashed blue 
line is positioned at 1-b on the vertical axis.  The vertical green line is positioned at one standard deviation above the 
threshold.  The shape of the red curve corresponds to the estimates of variability.  The calculated number of samples 
results in the curve that passes through the lower bound of D at a and the upper bound of D at 1-b.  If any of the inputs 
change, the number of samples that result in the correct curve changes.
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Wilcoxon Rank Sum Test
m=n=32, alpha=10%, beta=20%, std.dev.=1.82

Statistical Assumptions
The assumptions associated with the formulas for computing the number of samples are:
1. the data from each area (site and reference area) originate from symmetric (but not necessarily normal) 

populations,
2. the variances of the site and reference populations are equal,
3. the variance estimate, S2, is reasonable and representative of the populations being sampled,
4. the population values are not spatially or temporally correlated, and
5. the sampling locations will be selected randomly.
The first four assumptions will be assessed in a post data collection analysis.  The last assumption is valid because the 
sample locations were selected using a random process.

Sensitivity Analysis
The sensitivity of the calculation of number of samples was explored by varying the standard deviation, upper bound of 
gray region (% of action level), beta (%), probability of mistakenly concluding that m < action level and alpha (%), probability 
of mistakenly concluding that m > action level and examining the resulting changes in the number of samples.  The 
following table shows the results of this analysis.

Number of Samples

AL=0.85
a=5 a=10 a=15

s=3.64 s=1.82 s=3.64 s=1.82 s=3.64 s=1.82

UBGR=110
b=15 202 51 151 38 121 31

b=20 174 44 127 32 99 25

b=25 151 39 108 28 82 21

UBGR=120
b=15 202 51 151 38 121 31

b=20 174 44 127 32 99 25

b=25 151 39 108 28 82 21

UBGR=130 b=15 202 51 151 38 121 31



b=20 174 44 127 32 99 25

b=25 151 39 108 28 82 21

s = Standard Deviation
UBGR = Upper Bound of Gray Region (% of Action Level)
b = Beta (%), Probability of mistakenly concluding that m < action level
a = Alpha (%), Probability of mistakenly concluding that m > action level
AL = Action Level (Threshold)

Cost of Sampling
The total cost of the completed sampling program depends on several cost inputs, some of which are fixed, and others 
that are based on the number of samples collected and measured.  Based on the numbers of samples determined above, 
the estimated total cost of sampling and analysis at this site is $32.00, which averages out to a per sample cost of $1.00.  
The following table summarizes the inputs and resulting cost estimates.

COST INFORMATION
Cost Details Per Analysis Per Sample 32 Samples
Field collection costs  $1.00 $32.00
Analytical costs $0.00 $0.00 $0.00

Sum of Field & Analytical costs  $1.00 $32.00
Fixed planning and validation costs   $0.00

Total cost a   $32.00

a Total cost for one sampling area.

Recommended Data Analysis Activities
Post data collection activities generally follow those outlined in EPA's Guidance for Data Quality Assessment (EPA, 2000).  
The data analysts will become familiar with the context of the problem and goals for data collection and assessment.  The 
data will be verified and validated before being subjected to statistical or other analyses.  Graphical and analytical tools will 
be used to verify to the extent possible the assumptions of any statistical analyses that are performed as well as to achieve 
a general understanding of the data.  The data will be assessed to determine whether they are adequate in both quality 
and quantity to support the primary objective of sampling.

Because the primary objective for sampling for this site is to compare the difference between the site and reference area 
median(mean) values with a threshold value, the data will be assessed in this context.  Assuming the data are adequate, 
at least one statistical test will be done to perform a comparison between the data and the threshold of interest.  Results of 
the exploratory and quantitative assessments of the data will be reported, along with conclusions that may be supported by 
them.

This report was automatically produced* by Visual Sample Plan (VSP) software version 4.7.
Software and documentation available at http://dqo.pnl.gov/vsp 
Software copyright (c) 2007 Battelle Memorial Institute.  All rights reserved.
* - The report contents may have been modified or reformatted by end-user of software.
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Response to University of Florida Comments on “Using Statistics to 
Calculate the Additional Samples needed to fully identify the Arsenic 

Concentrations in Soil across Naval Station Mayport, FL” 
June 22, 2007 

 
 
Comment 1: 
 

 

 
 
Response to Comment 1: 
 
The SCTL of 2.1 mg/kg is introduced on page 1 of the subject report in “DQO Step 
1 – State the Problem”.  This cleanup level provides a point of reference that 
reflects a conservative cleanup level to which soils may be remediated.  The 
conservatism of SCTLs, in general, is reflected in statements such as, “Therefore, 
a value of 200 mg/day is considered to be conservative estimate of the mean 
[ingestion rate]” and “This assumption [of exposed skin area] is reasonably 
conservative…” (FDEP, 2005).  FDEP (2005) also states that “SCTLs are based 
on default assumptions and are intended to be widely applicable.” 



 
The following text will be inserted at the end of DQO Step 2 – State the Problem 
in the next issue of this document: 
 

“Also of interest is whether the concentrations in a particular area 
significantly exceed the typical soil cleanup level of 2.1 mg/kg.  This level 
represents a target to which a site may be remediated.” 

 
 
Comment 2: 
 

 
 
Response to Comment 2: 
 
“No further action” in the context cited above means no further sampling or 
statistical analysis is required. This clarification will be added to the next issue of 
this document.  
 
 
Comment 3: 
 

 



Response to Comment 3: 
 
The selected surface soil interval was a matter of practicality.  On one hand, the 
actual subinterval for any particular soil sample was not consistently known.  
Therefore, it is impossible to accurately segregate samples based on 
subintervals within two feet of ground surface.  On the other hand, the samples 
that have a bottom depth of two feet or less are readily discerned from those with 
a bottom depth greater than 2 ft bgs.  Part of the difficulty derives from 
incomplete historical records.  As a matter of practicality, the Navy also believes 
it is reasonable to use the 0 to 2-ft interval to represent surface soils because it 
spans all reasonable surface intervals associated with typical exposure 
scenarios. 
 
Comment 4: 
 

 
 
Response to Comment 4: 
 
The unsampled areas selected for sampling in this study are not located in areas 
of concern (AOCs) or solid waste management units (SWMUs).  Whereas 
unsampled areas may reflect anthropogenic contamination, any potential cleanup 
in these areas to concentrations less than anthropogenic background levels is 
not likely to be required.  Therefore, the use of samples collected from the areas 
in question is viewed to be acceptable. 
 
 
Comment 5: 
 

 
 
Response to Comment 5: 
 
Forty out of 51 surface soil RPD values were less than 50 percent and the 
highest value was 112 percent.  All other values were between 50 and 74 
percent.  Twenty out of 21 subsurface RPD values were less than 50 percent and 
the highest was 53 percent.  In total, 60 out of 72 RPD values across all soil 



samples were less than 50 percent.  These values support the use of 50 percent 
RPD as an upper limit.  In addition, the actual standard deviation for surface soil 
(=1.08 mg/kg) was almost the same value obtained (=1.05) based on a typical 
upper limit of 50 percent RPD.  For subsurface soil the actual standard deviation 
was 1.82 mg/kg.  Given these statistical parameters and the fact that planning 
inputs to the computation of number of samples are only estimates, the Navy 
believes the inputs are valid.  See also the response to comment 7.  
Furthermore, the computed number of samples represents the number of 
samples to be collected from each population and is far less than the 800+ 
samples already collected.  Therefore, more statistical power will be achieved in 
the data analysis than would be expected based on the number of sample 
computations presented in the subject report.   
 
Comment 6: 
 

 

 
 
Response to Comment 6: 
 
The standard deviation, s, of the subsurface soil data was approximately 1.8 
mg/kg and for surface soils it was approximately 1.2 mg/kg.  If the UBGR is 
determined by adding the value of s to 1.2 mg/kg, the width of the gray region, ∆, 
is equal to s.  Computation of the number of samples depends on ∆ and s, but 
the absolute location of the UBGR is not important in this regard.  This can be 
seen by inspection of the equation on page 8, which incorporates ∆ and s, but 
not UBGR.  In VSP Approach A, Run 2 was developed using LBGR = 2.1 mg/kg 
and s = 1.8 mg/kg.  In this case ∆ = 1.8 mg/kg as well.  The number of samples 
computed by VSP depends on the square of the standard deviation (i.e., the 
variance) divided by the square of the gray region width.  However, the gray 
region width and the standard deviation are equal, so the ratio is unity (1.0).  The 
same will be true no matter what value is selected for s.  
 
To make this clearer, the following text will be inserted at the end of the first 
paragraph of VSP Approach A, Run 2 in the next issue of this document: 
 

“The number of samples is essentially proportional to the ratio ∆/s.  
This can be seen by inspecting the equations in Appendices A and 
B.  The approach used in this Run 2 requires that ∆ = s, therefore, 



the same number of samples is computed regardless of the value 
used for s.” 

 
Comment 7: 
 

 
 
Response to Comment 7: 
 
The overall soil mean is 1.15 mg/kg with a subsurface soil mean of 1.25 mg/kg 
and a surface soil mean of 1.05 mg/kg.   With standard deviations comparable in 
magnitude to this value, there is little “room” for a mean in the unsampled areas 
to be low enough to cause the SWMU data sets to appear different than the 
unsampled area data sets.  Therefore, the Navy is comfortable in stating the null 
hypotheses as presented in the subject report.  After data collection, the null and 
alternative hypotheses will be evaluated.  This is an inherent part of evaluating 
the decision rules. 
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FDEP, 2005. Technical Report: Development of Cleanup Target Levels (CTLs) 
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ATTACHMENT 3 
 

FIELD FORMS 





















































































































































































































































































    
   

ATTACHMENT 4 
 

ARSENIC BACKGROUND STUDY SOIL SAMPLING RESULTS 
 



Table 1
Arsenic Background Study Soil Sampling Results

Arsenic Background Study Report
Naval Station Mayport

Mayport, Florida
Page 1 of 4

Sample ID:  MPTBG- FDEP SCTL SB01-03-112607 SB02-04-112607 SB03-03-112607 SB04-10-112607 SB05-06-112607 SB06-05-112607
Sample Date FL77DER FL77DEI 20071126 20071126 20071126 20071126 20071126 20071126
Inorganics (mg/kg)
ARSENIC 2.1 12 0.87 0.6 0.37 0.74 0.55 4.0 [DER]
Miscellaneous Parameters (%)
PERCENT SOLIDS NA NA 79.90% 88.60% 85.30% 97% 89.10% 75.50%

Sample ID:  MPTBG- FDEP SCTL SB07-05-112607 SB08-03-112607 SB09-13-112707 SB10-03-112707 SB11-06-112707 SB12-09-112707
Sample Date FL77DER FL77DEI 20071126 20071126 20071127 20071127 20071127 20071127
Inorganics (mg/kg)
ARSENIC 2.1 12 0.46 1 0.54 0.26 1.3 0.9
Miscellaneous Parameters (%)
PERCENT SOLIDS NA NA 95.60% 90.10% 95.90% 77.40% 91.30% 95.10%

Sample ID:  MPTBG- FDEP SCTL SB13-04-112707 SB14-07-112707 SB15-03-112807 SB16-08-112807 SB17-03-112807 SB18-07-112807
Sample Date FL77DER FL77DEI 20071127 20071127 20071128 20071128 20071128 20071128
Inorganics (mg/kg)
ARSENIC 2.1 12 0.46 0.57 0.54 0.95 0.25 0.35
Miscellaneous Parameters (%)
PERCENT SOLIDS NA NA 89.70% 93.40% 72% 75.30% 89.10% 83.20%

Sample ID:  MPTBG- FDEP SCTL SB19-03-112807 SB20-04-112807 SB21-03-112907 SB22-02-112907 SB23-02-112907 SB24-02-113007
Sample Date FL77DER FL77DEI 20071128 20071128 20071129 20071129 20071129 20071130
Inorganics (mg/kg)
ARSENIC 2.1 12 0.48 0.77 0.95 1.8 3.3 [DER] 8.8 [DER]
Miscellaneous Parameters (%)
PERCENT SOLIDS NA NA 86.60% 84.40% 86.90% 81.70% 79.60% 62%



Table 1
Arsenic Background Study Soil Sampling Results

Arsenic Background Study Report
Naval Station Mayport

Mayport, Florida
Page 2 of 4

Sample ID:  MPTBG- FDEP SCTL SB25-02-113007 SB26-02-113007 SB27-03-121207 SB28-02-121207 SB29-04-121207 SB30-02-121207
Sample Date FL77DER FL77DEI 20071130 20071130 20071212 20071212 20071212 20071212
Inorganics (mg/kg)
ARSENIC 2.1 12 6.4 [DER] 13.7 [DER] [DEI] 5.2 [DER] 0.72 0.63 0.95
Miscellaneous Parameters (%)
PERCENT SOLIDS NA NA 90.50% 48.20% 69.30% 93.70% 94.60% 81.90%

Sample ID:  MPTBG- FDEP SCTL SB31-04-121207 SB32-03-121207 SB33-02-121307 SB34-03-121307 SB35-04-121307 SB36-04-121307
Sample Date FL77DER FL77DEI 20071212 20071212 20071213 20071213 20071213 20071213
Inorganics (mg/kg)
ARSENIC 2.1 12 0.72 0.9 3.2 [DER] 0.29 1.1 0.78
Miscellaneous Parameters (%)
PERCENT SOLIDS NA NA 91.80% 93.90% 91% 79.20% 83.80% 95.40%

Sample ID:  MPTBG- FDEP SCTL SB37-04-121307 SB38-03-121307 SB39-02-121307 SB40-04-121307 SS01-01-112607 SS02-01-112607
Sample Date FL77DER FL77DEI 20071213 20071213 20071213 20071213 20071126 20071126
Inorganics (mg/kg)
ARSENIC 2.1 12 0.66 0.24  U  0.85 0.8 0.96 0.56
Miscellaneous Parameters (%)
PERCENT SOLIDS NA NA 95.80% 80.40% 86.60% 95.40% 88.30% 91%

Sample ID:  MPTBG- FDEP SCTL SS03-01-112607 SS04-01-112607 SS05-01-112607 SS06-01-112607 SS07-01-112607 SS08-01-112607
Sample Date FL77DER FL77DEI 20071126 20071126 20071126 20071126 20071126 20071126
Inorganics (mg/kg)
ARSENIC 2.1 12 0.66 0.44 0.8 0.98 0.58 0.81
Miscellaneous Parameters (%)
PERCENT SOLIDS NA NA 97.90% 98.10% 96.40% 94.90% 97.40% 95%



Table 1
Arsenic Background Study Soil Sampling Results

Arsenic Background Study Report
Naval Station Mayport

Mayport, Florida
Page 3 of 4

Sample ID:  MPTBG- FDEP SCTL SS09-01-112707 SS10-01-112707 SS11-01-112707 SS12-01-112707 SS13-01-112707 SS14-01-112707
Sample Date FL77DER FL77DEI 20071127 20071127 20071127 20071127 20071127 20071127
Inorganics (mg/kg)
ARSENIC 2.1 12 0.33 0.35 0.51 0.37 0.31 0.39
Miscellaneous Parameters (%)
PERCENT SOLIDS NA NA 97.40% 82.40% 98.40% 98.90% 98.10% 97.30%

Sample ID:  MPTBG- FDEP SCTL SS15-01-112807 SS16-01-112807 SS17-01-112807 SS18-01-112807 SS19-01-112807 SS20-01-112807
Sample Date FL77DER FL77DEI 20071128 20071128 20071128 20071128 20071128 20071128
Inorganics (mg/kg)
ARSENIC 2.1 12 0.72 0.71 0.47 0.58 0.87 0.71
Miscellaneous Parameters (%)
PERCENT SOLIDS NA NA 90% 89.90% 98.30% 97.50% 98% 91.60%

Sample ID:  MPTBG- FDEP SCTL SS21-01-112907 SS22-01-112907 SS23-01-112907 SS24-01-113007 SS25-01-113007 SS26-01-113007
Sample Date FL77DER FL77DEI 20071129 20071129 20071129 20071130 20071130 20071130
Inorganics (mg/kg)
ARSENIC 2.1 12 1.3 1.1 2.7 [DER] 9.9 [DER] 11 [DER] 12.4 [DER] [DEI]
Miscellaneous Parameters (%)
PERCENT SOLIDS NA NA 86.10% 93.50% 88.80% 64% 65% 65.20%

Sample ID:  MPTBG- FDEP SCTL SS27-01-121207 SS28-01-121207 SS29-01-121207 SS30-01-121207 SS31-01-121207 SS32-01-121207
Sample Date FL77DER FL77DEI 20071212 20071212 20071212 20071212 20071212 20071212
Inorganics (mg/kg)
ARSENIC 2.1 12 0.84 0.87 1.4 2 1.8 1.1
Miscellaneous Parameters (%)
PERCENT SOLIDS NA NA 96.50% 94.40% 98.60% 97% 98.20% 96.80%



Table 1
Arsenic Background Study Soil Sampling Results

Arsenic Background Study Report
Naval Station Mayport

Mayport, Florida
Page 4 of 4

Sample ID:  MPTBG- FDEP SCTL SS33-01-121307 SS34-01-121307 SS35-01-121307 SS36-01-121307 SS37-01-121307 SS38-01-121307
Sample Date FL77DER FL77DEI 20071213 20071213 20071213 20071213 20071213 20071213
Inorganics (mg/kg)
ARSENIC 2.1 12 1.3 0.55 3.3 [DER] 0.73 0.5 0.71
Miscellaneous Parameters (%)
PERCENT SOLIDS NA NA 87.50% 95.90% 98.40% 97.10% 98% 95.40%

Sample ID:  MPTBG- FDEP SCTL SS39-01-121307 SS40-01-121307
Sample Date FL77DER FL77DEI 20071213 20071213
Inorganics (mg/kg)
ARSENIC 2.1 12 0.52 0.68
Miscellaneous Parameters (%)
PERCENT SOLIDS NA NA 85.90% 97.30%



    
   

ATTACHMENT 5 
 

TETRA TECH RESPONSE TO UNIVERSITY OF FLORIDA COMMENTS  
JUNE 17, 2008 

 













    
   

ATTACHMENT 6 
 

SURFACE SOIL COMPARISONS



Surface Soil Comparisons 
 
Site versus Background Comparison 
 
Table 1 contains the descriptive statistics for the Background and Site Arsenic Surface 
Soil Concentrations.  From Table 1 it can be seen that the mean and median 
concentrations are similar (with a difference of 0.71 and 0.02 respectively), as verified 
later on with a formal statistical test.  It can also be seen that the lower and upper quartile 
(25th percentile and 75th percentile) are similar (with a difference of 0.07 and 0.10 
respectively). 

Descriptive Statistics Surface Soil Comparison

Variable
Valid N Mean Median Minimum Maximum Lower

Quartile
Upper

Quartile
Std.Dev.

Site
Background

416 1.10 0.79 0.06 13.90 0.51 1.20 1.24
36 1.81 0.81 0.31 12.40 0.58 1.30 2.92

Table 1 
 
Figures 1 and 2 contain side by side box plots for the Background and Site Arsenic 
Surface Soil Concentrations.  From these figures it can be seen that the distributions 
appear almost identical.  There are more extreme values for the Site concentrations but 
that is most likely due to the sample size for the Site being larger than the background.   
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Figure 1 
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Figure 2 
 
Figures 3 and 4 show the Normal Probability Plots and the corresponding Shapiro Wilk 
Statistic.  If the data is normally distributed then the data will roughly follow the line 
drawn on the probability plot.   The Shapiro Wilk Test tests the hypothesis that the data is 
normally distributed.  If the p-value for the Shapiro Wilk Test is less than 0.05 then the 
data is not normally distributed.  From Figure 3 it can be seen that the Site Arsenic 
Concentrations do not follow the line on the probability plot and the Shapiro Wilk 
Statistic is 0.00.  Thus the Site Surface Soil Arsenic Concentrations are not normally 
distributed.  From Figure 4 it can be seen that the Background Surface Soil Arsenic 
Concentrations do not follow the line on the probability plot and the Shapiro Wilk p-
value is 0.00.  Thus, the Background Surface Soil Arsenic Concentrations are not 
normally distributed.  It should be noted that a log transformation was performed on the 
data sets.  The log transformed data were then fit to a normality plot and the Shapiro Wilk 
statistic was calculated.  From examination, of the probability plots and the Shapiro Wilk 
statistic it was concluded that the log transformations do not improve the fit to normality 
(See Normality Attachment and Distribution Attachment for details on determining the 
distribution of the data sets).   
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Figure 3 
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Figure 4 

 



A Monte Carlo Test was conducted to test the null hypothesis that the mean site 
concentrations are greater than or equal to the background concentrations.  This test 
employed a resampling technique to generate a t-statistic data distribution based on the 
data that have already been collected.  The already computed test statistic from the actual 
data was then compared to this distribution to determine whether it has a significant 
probability of occurring for reasons other than random chance.  For this test the site data 
were not required to exceed the background by an offset value.  If an offset had been used 
then the test result would b more statistically significant but this added significance was 
not necessary, as described below.  The description of the Monte Carlo method follows. 
 
First the t-statistic (see Data Quality Assessment: Statistical Methods for Practitioners 
page 67 for calculation) for the original site and background data was computed to be -
1.45.  Next the site and background data were placed into one data set.  400 samples with 
replacement were taken of size 416 and size 36 to represent the site and background data 
sets, respectively.  Then t-statistics were computed for each of the 400 data sets.  From 
this a p-value was computed.  The p-value is the proportion of t-statistics from the Monte 
Carlo simulations that are less than the test statistic for the original data sets.  The null 
hypothesis will be rejected if the p-value is less than 0.05.  For the surface soil 
simulations 6 out of 400 test statistics were smaller than the test statistic from the original 
test.  This results in a p-value of 0.015.  Therefore, the null hypothesis that the site 
concentrations are greater than the background concentrations was rejected.  It is 
concluded that the site surface soil concentrations are within the range of the background 
surface soil concentrations. 
 
In addition to the Monte Carlo tests quantile plots were generated for the site and 
background concentrations.  From these graphs it can be seen that the site concentrations 
are within the range of the background concentrations.  The site and background data 
distributions are coincident over most of the observed concentrations ranges.  In the 
upper ends of the ranges, the site data quantiles appear to deviate from background but 
are within the observed background concentrations.    
 



 
 
 
 
Site versus Native Soil Comparison 
 
Table 4 contains the descriptive statistics for the Site surface soil concentrations and the 
range of the native surface soil concentrations.  From Table 4 it can be seen that the 
maximum native soil concentration is the same as the lower quartile for the site surface 
soil concentrations.  From this small sample size it appears that the site surface soil 
concentrations are greater than the native surface soil concentrations. 
 
 

Descriptive Statistics Surface Soil Arsenic

Variable
Valid N Mean Median Minimum Maximum Lower

Quartile
Upper

Quartile
Std.Dev.

Site
Native

416 1.10 0.79 0.06 13.90 0.51 1.20 1.24
4 0.39 0.36 0.33 0.51 0.34 0.44 0.08  

Table 4 
 

 
 



    
   

ATTACHMENT 7 
 

SUBSURFACE SOIL COMPARISONS



Subsurface Soil Comparisons 
 
Site versus Background Comparison 
 
Table 1 contains the descriptive statistics for the Background and Site arsenic subsurface 
soil concentrations.  From Table 1 it can be seen that the mean and median concentrations 
are similar (with a difference of 0.63 and 0.03 respectively) as shown with statistical 
evaluation in further text.  It can also be seen that the lower and upper quartile (25th 
percentile and 75th percentile) are similar (with a difference of 0.04 and 0.15 
respectively). 

Descriptive Statistics Subsurface Soil Arsenic

Variable
Valid N Mean Median Minimum Maximum Lower

Quartile
Upper

Quartile
Std.Dev.

Site
Background

395 1.17 0.75 0.07 13.75 0.51 1.20 1.57
36 1.80 0.78 0.12 13.70 0.55 1.05 2.78

 Table 1 
 
Figures 1 and 2 contain side by side box plots for the Background and Site arsenic 
subsurface soil concentrations.   From these figures it can be seen that the distributions 
appear almost identical.  These are more extreme values for the Site concentrations but 
that is most likely due to the sample size for the Site being larger than the background. 
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Figure 1 
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Figure 2 

 
Figures 3 and 4 show the Normal probability plots and the corresponding Shapiro Wilk 
statistic.  If the data is normally distributed then the data will roughly follow the line 
drawn on the probability plot.   The Shapiro Wilk Test tests the hypothesis that the data is 
normally distributed.  If the p-value for the Shapiro Wilk Test is less than 0.05 then the 
data is not normally distributed.  The 0.05 significance value was chosen based on 
statistical convention.  From Figure 3 it can be seen that the Site Arsenic Concentrations 
do not follow the line on the probability plot and the Shapiro Wilk Statistic is 0.00.  Thus 
the Site subsurface soil arsenic concentrations are not normally distributed.  From Figure 
4 it can be seen that the Background surface soil arsenic concentrations do not follow the 
line on the probability plot and the Shapiro Wilk p-value is 0.00.  Thus, the Background 
subsurface soil arsenic concentrations are not normally distributed. It should be noted that 
a log transformation was performed on the data sets.  The log transformed data were then 
fit to a normality plot and the Shapiro Wilk statistic was calculated.  From examination, 
of the probability plots and the Shapiro Wilk statistic it was concluded that the log 
transformations do not improve the fit to normality (See Normality Attachment and 
Distribution Attachment for details on determining the distribution of the data sets).   
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Figure 3 
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Figure 4 
 

A Monte Carlo Test was conducted to test the null hypothesis that the mean site 
concentrations are greater than or equal to the background concentrations.  This test 
employed a resampling technique to generate a t-statistic data distribution based on the 
data that have already been collected.  The already computed test statistic from the actual 
data was then compared to this distribution to determine whether it has a significant 
probability of occurring for reasons other than random chance.  For this test the site data 
were not required to exceed the background by an offset value.  If an offset had been used 
then the test result would b more statistically significant but this added significance was 
not necessary, as described below.  The description of the Monte Carlo method follows. 
 
First the t-statistic (see Data Quality Assessment: Statistical Methods for Practitioners 
page 67 for calculation) for the original site and background data was computed to be -
1.34.  Next the site and background data were placed into one data set.  400 samples with 
replacement were taken of size 395 and size 36 to represent the site and background data 
sets, respectively.  Then t-statistics were computed for each of the 400 data sets.  From 
this a p-value was computed.  The p-value is the proportion of t-statistics from the Monte 
Carlo simulations that are less than the t-statistic for the original data sets.  The null 
hypothesis will be rejected if the p-value is less than 0.05.  For the subsurface soil 
simulations 13 out of 400 test statistics were smaller than the test statistic from the 
original test.  This results in a p-value of 0.03.  Therefore, the null hypothesis that the site 
concentrations are greater than the background concentrations was rejected.  It is 
concluded that the site subsurface soil concentrations are within the range of the 
background surface soil concentrations. 
 
In addition to the Monte Carlo tests quantile plots were generated for the site and 
background concentrations.  From these graphs it can be seen that the site concentrations 
are within the range of the background concentrations.  The site and background data 
distributions are coincident over most of the observed concentrations ranges.  In the 
upper ends of the ranges, the site data quantiles appear to deviate from background but 
are within the observed background concentrations.    
 



 
 
 
Site versus Native Soil Comparison 
 
Table 4 contains the descriptive statistics for subsurface soil and the range for the native 
subsurface soil concentrations.  From Table 4 it can be seen that the maximum native 
concentration is slightly larger than the upper quartile for the site subsurface soil 
concentrations.  From this small sample size it appears that the site subsurface soil 
concentrations are greater than the native subsurface soil concentrations. 

Descriptive Statistics Subsurface Soil Arsenic

Variable
Valid N Mean Median Minimum Maximum Lower

Quartile
Upper

Quartile
Std.Dev.

Site
Native

395 1.17 0.75 0.07 13.75 0.51 1.20 1.57
4 0.75 0.72 0.26 1.30 0.40 1.10 0.45

Table 4 
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